THE COMPARATION OF BACK PROPAGATION METHOD AND KOHONEN METHOD FOR GAS IDENTIFICATION
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ABSTRACT: The identification process of gas flavor is conducted by using the output of gas sensor system to recognize a variety of gas flavor. The identification and analysis process of this system is processed by using an artificial neural network approaches those are back propagation and Kohonen method. According of the experiment’s result, the best parameter for back propagation network is the momentum constant (α) = 0.7, the constant of the sigmoid function (β) = 4.5, constant learning (η) = 0.9, and the constant of convergence (ε) = 0001, convergence is achieved more or less in the 19 500 iterations (± 16 seconds). Meanwhile, the best classification for Kohonen network is for the output of 8 knots with an average of 80.7% uniformity (for a maximum of 500 times iteration, approximately ± 3 seconds). Thus, the best network to classify the signal pattern of gas flavor is back propagation network for the parameters (α) = 0.7, a constant sigmoid function (β) = 4.5, a constant learning (η) = 0.9, and a constant convergence (ε) = 0001.
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1. INTRODUCTION

Materials can be identified through its unique flavor. There are people who are experts in classifying materials by smelling its flavor [1] [2] [3]. Though, some experts have a different opinion regarding to how accurate the rate of the classification process. Therefore, a new solution should be found to improve the flavor’s sensibility of the system by implementing an additional instrument such as a smart device. One of the devices is gas sensor which has a number of full or semi conductive polymer-gas sensors in identifying the flavor of a material.

Another thing to obtain a better result is by implementing an analysis of a neural network system [4] [5]. The expected outcome is to recognize and classify gas flavor pattern through its learning mechanism by copying a mapping working of a human brain. In this research, two methods are used and compared i.e. Back Propagation and Kohonen approaches [6]. The two artificial neural networks are trained in order to identify and classify the pattern of a signal mapping of gas sensor.

2. SYSTEM SPECIFICATIONS

The sensor system is an instrument that is expected to be able to replace the human sensitivity of things such as taste, odor, light, smell, flavor, etc. In general, image sensor system can be viewed on the Fig.1 below.

Fig.1. A System of the Flavour’s Sensoric

According to the figure, gas sensor system (s₁ to sₙ) receives flavor from one material (e.g. chemical material), then each sensor will provide an electrical signal (x₁ to xₙ) [3].This signal will be processed by a pattern classification system. Then, the system produces the classes of the information about the flavor.

Based on its structure, the sensor system consists of several parts: some sensors, an interface of the classifier, and a signal processing system. The initial concept of the gas detection system is that the electrical resistance of a sensor will be changed at the moment of a gas molecule absorbed on its surface. It is shown from the changing of its potential difference. However, the changing of the electrical resistance depends on the types of the sensors used and the gas detected as well. This changing information is known as the characteristic of the recognized gas. Furthermore, the interfacing step is needed to make sure that the potential difference data is recognized and adapted well with the signal processing process. The step is important because an input and output of the interfacing process is different, i.e. analog and digital [7] [8].
3. METHOD USED

In this research, two neural networks learning methods, Back Propagation and Kohonen, are used to identify the flavor of several gases. Later, the results of those methods aims are compared and analyzed to find out which implementation is better.

4. 1. Back Propagation Method

In this method, the implementation processing steps used are illustrated as follows:

a. Initialization Weight
Make initial weight, and the initial bias in the form of small random numbers.

b. Calculate the activation
Activation is the output of a node. Activation of the input node is the value of the input to the input node. Activation of the output node is given by:

\[ O_j = F\left(\sum_i W_{ji} O_i - \theta_j\right) \]  
(1)

With \( W_{ji} \) is the weight of the input \( O_i \) and \( \theta_j \) is the threshold of node \( j \). while \( F \) is the activation function in the form of sigmoid function

\[ F(a) = \frac{1}{1 + e^{-\beta a}} \]  
(2)

c. Weight Training
Starting from the output node and forwarded to the weights between input nodes and nodes between, repeatedly. Changes in the weight given by:

\[ W_{ji}(t + 1) = W_{ji}(t) + \Delta W_{ji}(t) \]  
(3)

With \( W_{ji}(t) \) is the weight from node \( i \) to \( j \) at the iteration \( t \), is the change of weight \( \Delta W_{ji}(t) \) given by:

\[ \Delta W_{ji}(t) = \eta \delta_j O_i \]  
(4)

with \( \eta \) is a constant learning \((0 < \eta < 1)\) and \( \delta_j \) is the gradient of the error of node \( j \). Sometimes the weight plus the rate of change of momentum:

\[ W_{ji}(t + 1) = W_{ji}(t) + \eta \delta_j O_i + \alpha\left(W_{ji}(t) - W_{ji}(t - 1)\right) \]  
(5)

The momentum of factor \( \alpha \) value is varied between 0 and 1.

Error gradient is given by:

\[ \delta_j = O_j\left(I - O_j\right)\left(T_j - O_j\right) \]  
(6)

where \( T_j \) is the target output (the expected output) and \( \delta_j \) is the gradient of the error from node to node \( k \) is connected with the \( j \)-th.

d. Iteration is repeated continuously until reaching a convergence criterion (or criteria for stopping). One of the convergence criteria is a common limitation of the average squared error (mean square error) with a small value \( \varepsilon \).

\[ E = \frac{1}{N} \sum_{j=1}^{N} \left(T_j - O_j\right)^2 \]  
(7)

where \( N \) is the number of trained data.

The input of the system is the signal of eight sensors, so the total numbers of the input nodes are eight (first node for first sensor, second node for second sensor, and so on). Meanwhile, the output results are the class of the gas flavor. Besides, the total numbers of outputs are three (the first node is \( E \) with light flavor, the second node is \( M \) with mint flavor, and the third node is \( P \) with strong flavor). For example, the target output for class \( E \) is 1 for first output node, 0 for second node, and 0 for third node, 100. Meanwhile, the target output for class \( EP \) is 1 for the first and third node, and 0 for the second output node, 101. The total node of hidden layer is taken six nodes. It means that the grid structure, overall, is 8x6x3.

To obtain the best network for the neural network system, the parameter of this network are varied, such as the constant learning \((\eta)\), momentum constant \((\alpha)\), the constant of sigmoid function \((\beta)\), and the convergence constant \((\varepsilon)\). The first step to vary the network is by using a quite large convergence constant \((0.1)\). The purpose is to select the quite fast parameter of constant momentum and constant learning \((\beta \text{ taken } 2.5^4)\). Moreover, the rate of constant convergence is reduced to 0.001 to get a faster constant momentum and to search a constant learning. After obtaining the two fastest constants, the constant of sigmoid function is modified to obtain the fastest and most accurate training process (the accuracy is the point of this section). The next step is by varying the constant convergence, and finding out the constant relationship with the errors as a result of the obtained network.

4. 2. Kohonen Method

In principle, this method changes the input of
N-dimensional signal into a map discrete with one or two dimensions. Then, the method makes this transformation in accordance of its layout structure (topological ordered fashion). Therefore, this network only needs an input signal so that it will set its weight automatically [9].

There are three basic natures of this network [10]. The first one is approximation of the input space. It means that the network should provide a good approximation of the input space. The second one is the topology order. It means that the network is the spatial location of a node in the output layer corresponds to some domains or characteristics of input patterns. The third one is matching density. This network reflects the variations in the statistics of the input’s distributions. Dense regions will be mapped tightly.

The amount of activations or outputs of some output nodes depend on their weight vector. The activations are greater if the vectors weight is closer to the input vector. After computing all activations, all output nodes are going to be matched. The winner is given activation 1, and may modify it weight vector based on the rules of the learning process.

In the early steps, the network is labeled. Two input nodes are taken (for the x-axis and the y-axis). The number of fictitious and output data distributed uniformly and the number of nodes is retrieved with a varied output. On this stage, the network performance could be observed by displaying the output signal weights. The observations of the weight distributions of the output nodes and lay-outing relationships between the output nodes are done. Therefore, maximum iteration and iterative neighbor reductions are varied to obtain the best and fastest systems.

In the real training stage (second stage), eight sensor signals are as the inputs. The numbers of output nodes are varied to see the close relationships within a group (the very close data). Meanwhile, in Kohonen network, the parameters are maintained constant but the numbers of output nodes are varied [11]. This is because the criteria for the completion of this network do not depend on the error, even error is not calculated, but it depends on the numbers of maximum iterations. The numbers of output related to the class of classifications that can be formed [12]. This is related to the classifications of input data that may occur. By varying the numbers of output nodes, the best networks that fit the classification pattern of gas sensor can be analyzed [13].

Total output of the selected node is 5 nodes to 9 nodes. Since there are five groups of classifications (E, M, P, EM, EP), the total output nodes selected is five, while nine output nodes are taken because the layers of 3x3 is in a form of the largest square that still have comparisons within the data classifications with the small enough amount of data (9:30 or 3:10 or about 1:3).

4. RESULTS AND ANALYSIS

4.1. Back Propagation

1) Results

In order to obtain the best parameter network, varying the parameter of constant learning (η), momentum constant (α), the constant of the sigmoid function (β), and convergence constant (ε) were done. First of all, the convergence constant taken is 0.1. Results of variations are in the following table:

### Table 1 Variation Results in Obtaining the Best Parameters

<table>
<thead>
<tr>
<th>α</th>
<th>β</th>
<th>η</th>
<th>ε</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.5</td>
<td>0.1</td>
<td>0.1</td>
<td>121680</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td>106920</td>
</tr>
<tr>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td>93140</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td>75120</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td>70980</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td>49020</td>
</tr>
<tr>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td>35940</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td>36980</td>
</tr>
<tr>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td>15540</td>
</tr>
<tr>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Two parameters of momentum constant (α) which have the smallest iteration were taken. If the iterations had been done for many times (200000-300000) but the network errors were still large in numbers, then it can be concluded that the network does not reach the convergence.

### Table 2 Variation Results in Obtaining the Lowest Iteration for β = 2.5; ε = 0.001; and α = 0.7 and 0.9

<table>
<thead>
<tr>
<th>α</th>
<th>β</th>
<th>η</th>
<th>ε</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>2.5</td>
<td></td>
<td>0.001</td>
<td>207360</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td></td>
<td>0.001</td>
<td>95080</td>
</tr>
<tr>
<td>0.9</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

...
The next step is obtaining the best parameter by trying out the constant of sigmoid function (β). From the table below it can be seen that the fastest iteration is owned by the arrangement of parameter $\alpha = 0.7$, $\eta = 0.3$, with 24740 iterations. Using this parameter, the constant of sigmoid function is varied where the numbers of errors are also calculated. The numbers of errors obtained if the total number of output nodes which are having output do not reach the target with a tolerance of 0.1. For example, if the first output node is supposed to have one output, then if its output is less than 0.9 then it considered wrong and the wrong number is plus one.

Table 3 Variation Results of Sigmoid Function

\[
\begin{array}{cccccc}
\alpha & \beta & \eta & \varepsilon & \text{Iteration} \\
0.7 & 2.5 & 0.1 & 0.001 & 207360 \\
0.8 & \infty & \infty & \infty \\
0.9 & \infty & \infty & \infty \\
1.0 & \infty & \infty & \infty \\
\end{array}
\]

Two of the best parameters (underlined) of this experiment were taken for the next experiment. In the subsequent experiments, the constant convergences are varied from 0.1 to 0.00001. Like the previous experiments, the numbers of errors are calculated. For this last stage of experiments, the numbers of iterations are unlimited. The results of parameters experiments can be seen in the following table:

Table 4 Variation Results for an Unlimited Number of Iterations

\[
\begin{array}{cccccc}
A & \beta & \eta & \varepsilon & \text{Iteration} & \text{False} \\
0.7 & 4.5 & 0.9 & 0.1 & 10400 & 13 \\
& 0.01 & 15940 & 3 \\
& 0.001 & 19500 & 1 \\
& 0.0001 & 46120 & 1 \\
& 0.00001 & 413660 & 1 \\
0.7 & 5.0 & 0.9 & 0.1 & 10140 & 10 \\
& 0.01 & 18720 & 4 \\
& 0.001 & 22800 & 1 \\
& 0.0001 & 43500 & 1 \\
& 0.00001 & 295320 & 1 \\
\end{array}
\]

2) Analysis

In back propagation network, the best parameter is $\alpha = 0.7$, $\beta = 4.5$, $\eta = 0.9$, and $\varepsilon = 0.001$, where the convergence reached in 19500 of iterations and only one error in the stage of experimenting.

Based on the table of the testing results of constant convergence, it is shown that changing the constant of 0.00001 does not change the convergence to the error. It means that constant of convergence 0.001 is accurate enough for constant learning configuration of 0.9, momentum constant 0.7 and constant of sigmoid function 4.5 and 5.0. Constant convergence of 0.001 is the best constant convergence because the number of error is equal to the smallest constant of convergence with the number of iteration is much smaller, which means it will save learning time.

4.2. Kohonen

1) Results

At first, the networks were tested with the data which its classification had been known before. The number of maximum iterations was 500, while distance reduction/number of neighbors of iteration was 10 (every 10 iteration, distance reduction minus 1), with the iteration for the number of neighbor distance one to the wins was 250. It means that up to 250 of iteration, the number of neighbor will not become zero. This is then referred to as neighbor iteration 1. The early constant learning was 1.0. The declined trend for all iteration is continuously continued until 0.01. Such a configuration is quite stable which means that the result of classification will not change even if the number of maximum iteration took 5000 iterations and neighbor’s iteration 1 took 1500 iteration except for the number of output nodes were 8 nodes.

All data were drilled. The following table contains of number of data with its classification.
In Kohonen network, the output numbers of the classification result were not exact numbers. It may change in the other trainings.

### Table 5 Numbers of Classification

<table>
<thead>
<tr>
<th>No.</th>
<th>No. Data</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-4, 6, 7, 11, 12, 17, 26, 27, 30</td>
<td>E</td>
</tr>
<tr>
<td>2</td>
<td>13-16, 19</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>18, 20, 22-25, 28</td>
<td>P</td>
</tr>
<tr>
<td>4</td>
<td>8-10, 21, 29</td>
<td>E dan P</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>E dan M</td>
</tr>
</tbody>
</table>

These sensor data were drilled on Kohonen network. The results of the drills for the amount of output varies were observed. The results can be seen in the following tables:

### Table 6 Results for Five Nodes Group

<table>
<thead>
<tr>
<th>Unit</th>
<th>Data to</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17-25</td>
<td>EP, E, M, P</td>
</tr>
<tr>
<td>2</td>
<td>1-7</td>
<td>E, EM</td>
</tr>
<tr>
<td>3</td>
<td>9-16</td>
<td>EP, E, M</td>
</tr>
<tr>
<td>4</td>
<td>27, 28</td>
<td>E, P</td>
</tr>
<tr>
<td>5</td>
<td>8, 29-30</td>
<td>EP, E</td>
</tr>
</tbody>
</table>

In the output amounted 5 nodes can be described as follows:
- Group 1 represent group P where 6 out of 7 data P were in this group. The uniformity ratio is 6:9
- Group 2 represent group E where 5 out of 12 data E were in this group. The uniformity ratio is 6:7
- Group 3 is the group M where 4 out of 5 groups were in this group. The uniformity ration is 4:8
- Group 4 classified two data only; E and P (conclusion grouping cannot be drawn)
- Group 5 is the group EP where 2 out of 5 data EP were in this group. The uniformity ratio is 2:3

### Table 7 Results for Six Nodes Group

<table>
<thead>
<tr>
<th>Unit</th>
<th>Data to</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20-25</td>
<td>EP, P</td>
</tr>
<tr>
<td>2</td>
<td>3, 5, 17-19, 26</td>
<td>E, P, M, EM</td>
</tr>
<tr>
<td>3</td>
<td>9-16</td>
<td>EP, E, M</td>
</tr>
<tr>
<td>4</td>
<td>27, 28</td>
<td>E, P</td>
</tr>
<tr>
<td>5</td>
<td>1, 2, 4, 6, 7</td>
<td>EP, E</td>
</tr>
<tr>
<td>6</td>
<td>8, 29, 30</td>
<td>EP, E</td>
</tr>
</tbody>
</table>

**In the output amounted 6 nodes can be analyzed as follows:**
- Group 1: Group P (5 out of 7 data P were in this group with the uniformity ratio is 5:6)
- Group 2: consist of various groups (combined groups), with the largest group was E, the uniformity ratio was 3:6, while the EM which consists of one word was in this group
- Group 3: Group M (4 out of 5 data). The uniformity ratio was 4:8
- Group 4: classifying two data only; E and P (conclusion grouping cannot be drawn)
- Group 5: Group E (5 out of12 data with the uniformity ratio was 5:5)
- Group 6: Group EP (two out of 5 data, with the uniformity ratio was 2:3)

### Table 8 Results for Seven Nodes Group

<table>
<thead>
<tr>
<th>Unit</th>
<th>Data to</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11-16</td>
<td>E, M</td>
</tr>
<tr>
<td>2</td>
<td>9, 10</td>
<td>EP</td>
</tr>
<tr>
<td>3</td>
<td>1, 2, 4, 6, 7</td>
<td>E</td>
</tr>
<tr>
<td>4</td>
<td>3, 5, 17-19</td>
<td>E, EM, P, M</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
<td>E</td>
</tr>
<tr>
<td>6</td>
<td>8, 19, 30</td>
<td>E, EP</td>
</tr>
<tr>
<td>7</td>
<td>20-25</td>
<td>P, EP</td>
</tr>
</tbody>
</table>

In the output amounted 7 nodes can be analyzed as follows:
- Group 1 : Group M (4 out of 5 data M were in this group with the uniformity ratio was 4:6)
- Group 2 : Group EP (2 out of 5 data EP were in this group with the uniformity ratio was 2:2)
- Group 3: Group E (5 out of 12 data E were in this group with the uniformity ratio was 5:5)
- Group 4: Combined group with the largest group was E. The uniformity ratio was 3:6, while EM which consists of one word was in this group
- Group 5: Classifying data E only
- Group 6: Group EP (2 out of 5 data with the uniformity ratio was 2:3)
- Group 7: Group P (6 out of 7 data with the uniformity ratio was 6:7)
Table 9 Results for Eight Nodes Group

<table>
<thead>
<tr>
<th>Unit</th>
<th>Data to</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11-16</td>
<td>E, M</td>
</tr>
<tr>
<td>2</td>
<td>9-10</td>
<td>EP</td>
</tr>
<tr>
<td>3</td>
<td>1, 2, 4, 6, 7</td>
<td>E</td>
</tr>
<tr>
<td>4</td>
<td>17, 18, 26</td>
<td>E, P</td>
</tr>
<tr>
<td>5</td>
<td>3, 5, 19</td>
<td>E, EM, M</td>
</tr>
<tr>
<td>6</td>
<td>8, 29, 30</td>
<td>E, EP</td>
</tr>
<tr>
<td>7</td>
<td>20-25</td>
<td>P, EP</td>
</tr>
<tr>
<td>8</td>
<td>27, 28</td>
<td>E, P</td>
</tr>
</tbody>
</table>

In the output amounted 8 nodes can be analyzed as follows:
- Group 1: Group M (4 out of 5 data M were in this group with the uniformity ratio was 4:6)
- Group 2: Group EP (2 out of 12 data EP were in this group with the uniformity ratio was 2:2)
- Group 3: Group E (5 out of 12 data with the uniformity ratio was 5:5)
- Group 4: Group E (2 out of 12 data with the uniformity ratio was 2:3)
- Group 5: Only classifying three data with three different flavors (E, EM, and M with one data of each)
- Group 6: Group EP (2 out of 5 data with the uniformity ratio was 2:3)
- Group 7: Group P (5 out of 7 data with the uniformity ratio was 5:6)
- Group 8: Classifying data E and P (conclusion grouping cannot be drawn)

Table 10 Results for Nine Nodes Group

<table>
<thead>
<tr>
<th>Unit</th>
<th>Data to</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11-16</td>
<td>EM</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>20-25</td>
<td>P, EP</td>
</tr>
<tr>
<td>4</td>
<td>9, 10</td>
<td>EP</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>5, 17-19, 26</td>
<td>EM, E, P, M</td>
</tr>
<tr>
<td>7</td>
<td>29, 30</td>
<td>E, EP</td>
</tr>
<tr>
<td>8</td>
<td>1-4, 6, 7</td>
<td>E</td>
</tr>
<tr>
<td>9</td>
<td>27</td>
<td>E</td>
</tr>
</tbody>
</table>

In the output amounted 9 nodes can be analyzed as follows:
- Group 1: Group M (4 out of 5 data M were in this group with the uniformity ratio was 4:6)
- Group 2 and group 5 did not have data classified
- Group 3: Group P (6 out of 7 data with the uniformity ratio was 6:7)
- Group 4: Group EP (2 out of 5 data with the uniformity ratio was 2:2)
- Group 6 represents the combined group of 2E, IM, IP, and IEM
- Group 7 classifying data E and P (conclusion grouping cannot be drawn)
- Group 8: Group E (6 out of 12 data with the uniformity ratio was 6:6)

The time to do the training for the Kohonen network (for 500 times maximum iteration) was about two to five seconds.

2) Analysis

In the Kohonen network, it is shown that the increasing numbers of classes will be increasingly diverse groups formed. In this network, the uniformity of data classification was noted. Based on the results and analysis above, it can be seen that the increasing number of output nodes make the classifications more diverse, ranging from four groups, five groups, and six groups. This is in accordance with the logic that the more output nodes, the more classifications done. In nine output nodes, there were two nodes that did not classified. This is because the position of topology did not allow the classification or the ninth nodes took the classification of those two nodes.

5. THE COMPARATION OF BACK PROPAGATION METHOD AND KOHONEN METHOD

If the network using Kohonen Method compared with the network using back propagation method, it seems clear that:
- The Kohonen method is much faster for the above classification results with only 500 iterations.
- Based on its accuracy, back propagation method successfully classifies better.

6. CONCLUSIONS

In the back propagation network, the best parameter is by using momentum constant of 0.7, constant of sigmoid function 4.5. The convergence is achieved within 19500 iterations with only one error during the process. The accuracy of this network is 95%.

The network using Kohonen method, the best classification is the network with its output total number is eight nodes with the uniformity average
are 80.7%. In general, with maximum iteration 500 times, the uniformity average is 70.9%. The classification groups are group E (2 groups), group EP (2 groups), group P, and group M. Thus, the best network in classifying signal pattern of gas sensor is the network using back propagation method.

The supervised method is accurate for pattern classification, but the training takes time. On the other hand, the unsupervised method has the advantages in terms of time, due to the availability of the new grouping. Development can be done by combining the network using back propagation method and the network using Kohonen method.
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